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In 2020, companies and regulators faced unprecedented challenges as they navigated the
COVID-19 crisis and a rapidly evolving set of issues and policy proposals on the regulation
of Artificial Intelligence and Automated Systems (“AI”). After a slow start, the second half
of 2020 saw a noticeable surge in AI-related regulatory and policy proposals as well as
growing international coordination. We may be seeing an inflection point in AI
governance,[1] and 2021 is poised to bring consequential legislative and policy changes.

In the U.S., the fourth quarter 2020 saw federal rulemaking gather real pace. At the very
end of 2020, Congress passed landmark legislation, the National Defense Authorization
Act (“NDAA”), boosting the nascent U.S. national AI strategy, increasing spending for AI
research funding, and raising the profile of the U.S. National Institute of Standards and
Technology (“NIST”) as the need for more coordination with respect to technical
standards emerges as a policy priority. The expansion of AI research funding and
coordination by the new National AI Initiative Office places the federal government in a
more prominent role in AI research. Amid waning public trust in the use of tools for
automated decision-making, 2020 also saw a number of federal bills promoting the ethical
and equitable use of AI technologies and consumer protection measures.

The European Union (“EU”) has emerged as a pacesetter in AI regulation, taking
significant steps towards a long-awaited comprehensive and coordinated regulation of AI
at EU level—evidence of the European Commission’s (the “Commission”) ambition to
exploit the potential of the EU’s internal market and position itself as a major player in
sustainable technological innovation. This legislation is expected imminently, and all signs
point to a sweeping regulatory regime with a system for AI oversight of high-risk
applications that could significantly impact technology companies active in the EU.

Our 2020 Artificial Intelligence and Automated Systems Annual Legal Review examines a
number of the most significant developments affecting companies as they navigate the
evolving AI landscape, focusing on developments within the United States. We also touch,
albeit non-exhaustively, on developments within the EU and the UK that may be of interest
to domestic and international companies alike.
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I. INTERNATIONAL POLICY
DEVELOPMENTS
2020 saw a number of international initiatives looking to provide guidance and build a
global consensus on the development and regulation of AI, including the OECD member
states’ recent adoption of OECD Principles on AI—the first international AI standards—and
the establishment of the Global Partnership on Artificial Intelligence (“GPAI”) in June
2020. We anticipate further international activity in 2021, including the Commission’s
forthcoming legislative proposals (see III. below).

A.  Global Partnership on AI

In May 2019, Canada and France announced plans for a new international body for the G7
countries to study and steer the effects of AI on the world’s people and economies by
creating best practices, modeled on the UN’s Intergovernmental Panel on Climate
Change.[2] After previously expressing reluctance due to fears that the initiative’s
recommendations would harm innovation, on May 28, 2020, the U.S. Department of State
announced that the United States had joined the GPAI—becoming the last of the G7
countries to sign on. On June 15, 2020, the UK Government issued a joint
statement announcing the creation of the GPAI along with 14 other founding members,
including the EU and the United States.[3] In the joint statement, GPAI is described as an
“international and multistakeholder initiative to guide the responsible development and use
of AI, grounded in human rights, inclusion, diversity, innovation, and economic growth.”
The initiative plans to support research and the “responsible and human-centric
development and use of AI” by reference to the OECD Recommendation on AI.[4] GPAI’s
short term priority, however, is to investigate how AI can be used to help with the response
to, and recovery from, COVID-19.

B.  UK-U.S. Partnership on AI

On September 25, 2020, the UK and U.S. signed a “Declaration on Cooperation in
Artificial Intelligence Research and Development,” intended to promote a “shared vision”
for AI in the areas of “economic growth, health and wellbeing, the protection of democratic
values, and national security.” The new partnership envisages that the UK and U.S.
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governments will collaborate by (i) using bilateral science and technology cooperation and
multilateral cooperation frameworks; (ii) recommending priorities for future cooperation,
particularly in research and development (R&D) areas; (iii) coordinating the planning and
programming of relevant activities in areas that have been identified; and (iv) promoting
R&D in AI, focusing on challenging technical issues.

II. U.S. NATIONAL POLICY
& KEY LEGISLATIVE
EFFORTS
In February 2019, President Trump issued an Executive Order “Maintaining American
Leadership in Artificial Intelligence,” which marked the launch of the “American AI
Initiative” and sought to accelerate AI development and regulation to secure the United
States’ place as a global leader in AI technologies.

Almost two years later, we have seen a significant increase in AI-related legislative and
policy measures in the U.S. In particular, the federal government has been active in
coordinating cross-agency leadership and encouraging the continued research and
development of AI technologies for government use. To that end, a number of key
legislative and executive actions focused on the growth and development of such
technologies for federal agency, national security and military uses.

A.  Policy Developments

1.  Bipartisan U.S. Lawmakers Introduce Legislation to Create a
National AI Strategy

On September 16, 2020, Reps. Robin Kelly (D-Ill.) and Will Hurd (R-Texas), after
coordination with experts and the Bipartisan Policy Center, introduced a concurrent
resolution calling for the creation of a national AI strategy.[5]  This Resolution proposes
four pillars to guide the strategy:[6]

Workforce: Fill the AI talent gap and prepare American workers for the jobs of the
future, while also prioritizing inclusivity and equal opportunity;[7]

National Security: Prioritize the development and adoption of AI technologies
across the defense and intelligence apparatus;

Research and Development: Encourage the federal government to collaborate
with the private sector and academia to ensure America’s innovation ecosystem
leads the world in AI; and

Ethics: Develop and use AI technology in a way that is ethical, reduces bias,
promotes fairness, and protects privacy.

2.  OMB Guidance for Federal Regulatory Agencies

In January 2020, the Office of Management and Budget (“OMB”) published a draft
memorandum featuring 10 “AI Principles”[8] and outlining its proposed approach to
regulatory guidance for the private sector which echoes the “light-touch” regulatory
approach espoused by the 2019 Executive Order, noting that promoting innovation and
growth of AI is a “high priority” and that “fostering innovation and growth through
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forbearing from new regulations may be appropriate.”[9] As expected, the principles
favored flexible regulatory frameworks consistent with the Executive Order[10] that allow
for rapid change and updates across sectors, rather than one-size-fits-all regulations, and
urge European lawmakers to avoid heavy regulation frameworks.

On November 17, 2020, the OMB issued its final guidance to federal agencies on when
and how to regulate the private sector use of AI, presenting a broad perspective on AI
oversight generally in keeping with its flexible, anti-regulatory approach eschewing
“precautionary regulation” or “[r]igid, design-based regulations.”[11] The OMB guidance
urges agencies to first assess the effects in order to avoid “regulatory and non-regulatory
actions that needlessly hamper AI innovation and growth,” and provides technical
guidance on rule-making, including a “regulatory impact assessment.”[12] The OMB then
prompts immediate action by requiring federal agencies to provide compliance plans,
which will then be made public via each agency’s website, by May 17, 2021. These plans
should document the agency’s regulatory authorities over “high-priority AI applications,”
collections of “AI-related information” from regulated entities (and any restrictions on the
collection or sharing of such information), the outcomes of stakeholder engagements that
identify existing regulatory barriers to AI applications within that agency’s purview, and
any planned regulatory actions.[13] The OMB guidance also repeats its previous
comments on the need “to address inconsistent, burdensome, and duplicative State laws”
that might prevent the emergence of a national market, but to avoid regulatory action in
instances where a uniform national standard is not essential.[14]

3.  Executive Order on Federal Agency Use of AI

On December 3, 2020, President Trump signed a second Executive Order (“EO”) on AI,
providing guidance for federal agency adoption of AI for government decision-making in a
manner that protects privacy and civil rights. Numerous government agencies already use
AI systems as predictive enforcement tools and to process and review vast amounts of
data to detect trends and shape policymaking.[15]

The EO set out nine principles for the design, development, acquisition and use of AI in
government in an effort “to foster public trust and confidence in the use of AI, and ensure
that the use of AI protects privacy, civil rights, and civil liberties.” The order emphasizes AI
use must be “lawful; purposeful and performance-driven; accurate, reliable, and effective;
safe, secure, and resilient; understandable; responsible and traceable; regularly
monitored; transparent; and accountable.”

The EO directs agencies to prepare inventories of AI-use cases throughout their
departments (excluding classified or sensitive use cases) by July 2021, which could
provide new insights into how federal agencies currently deploy AI technology.
Emphasizing that ongoing adoption, deployment and acceptance of AI will depend
significantly on public trust, the EO tasks the OMB with charting a roadmap for policy
guidance by May 2021 for how agencies should use AI technologies in all areas excluding
national security and defense.

B.  NIST Report on the Four Principles of Explainable Artificial
Intelligence

In February 2019, the Trump administration’s Executive Order on Maintaining American
Leadership in Artificial Intelligence directed NIST to develop a plan that would, among
other objectives, “ensure that technical standards minimize vulnerability to attacks from
malicious actors and reflect Federal priorities for innovation, public trust, and public
confidence in systems that use AI technologies; and develop international standards to
promote and protect those priorities.” In response, NIST issued a plan in August 2019 for
prioritizing federal agency engagement in the development of AI standards, identifying
seven properties that characterize trustworthy AI—accuracy, explainability, resiliency,
safety, reliability, objectivity, and security.[16]
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In August 2020, NIST published a white paper on the Four Principles of Explainable
Artificial Intelligence that “comprise the fundamental properties for explainable AI
systems.”[17] The four principles for explainable AI are:

Explanation: AI systems should deliver accompanying evidence or reasons for all
their outputs.

Meaningful: Systems should provide explanations that are meaningful or
understandable to individual users.

Explanation Accuracy: The explanation correctly reflects the system’s process
for generating the output.

Knowledge Limits: The system only operates under conditions for which it was
designed or when the system reaches a sufficient confidence in its output.

According to NIST, evaluating explainability in context of human decision-making also may
lead to better understanding of human–machine collaboration and interfaces. Since
humans demonstrate only a limited ability to meet the four principles described above,
NIST discusses that human decision-making may provide a benchmark to evaluate
explainable AI systems and informs the development of reasonable metrics. The public
comment period closed on October 15, 2020.

C.  Legislative Developments

In the first half of 2020, the effect of the unprecedented COVID-19 pandemic stalled much
of the promised legislative progress, and many of the ambitious bills intended to build a
regulatory framework for AI languished in committee and have not been passed. But,
despite political gridlock, AI-related federal legislation continued to draw bipartisan
Congressional enthusiasm in 2020, and at the end of the year, Congress passed—in
dramatic fashion—the most significant and wide-ranging AI-related legislation to date. Bills
pending before the last Congress that did not pass a floor vote will need to be reintroduced
in the new Congress that was sworn in on January 3.

1.  National Defense Authorization Act, H.R. 6395

On January 1, 2021, the 116th Congress overrode a presidential veto and passed the
Fiscal Year 2021 National Defense Authorization Act (“NDAA”)—a $731.6 billion defense
bill—into law.[18] The NDAA represents a significant step forward for AI policy in the U.S.
far beyond national defense, and establishes a regulatory framework for coordinating AI
research and policy across the federal government, as well as a national network of AI
research institutes focusing on mission-driven research to be led by the National Science
Foundation (“NSF), the Department of Energy (“DoE”), the Department of Commerce,
NASA and the Department of Defense (“DoD”). The NDAA is likely to influence AI policy
across the regulatory spectrum—from private sector development, testing, and deployment
of AI systems, to mandatory federal guidelines, technical standards and voluntary risk
management frameworks.

The legislation includes both DoD and non-DoD AI provisions and draws on legislation
introduced earlier this year, the National Artificial Intelligence Initiative Act of 2020 (H.R.
6216), as well as the 2019 Artificial Intelligence Initiative Act (S. 1558), to establish a
coordinated federal initiative to accelerate research and development and encourage
investments in trustworthy AI systems.[19] The NDAA also includes select provisions from
a number of other draft bills introduced in 2020, including four bills introduced by the
nascent bipartisan Senate AI Caucus.[20]

Of particular note are measures to create a new “National Artificial Intelligence Initiative
Office” to be led by the White House, to order the Pentagon to take steps to ensure the AI
technologies it acquires are developed in an ethically and responsibly sourced manner,
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and to charge NIST with developing an “AI Risk Management Framework.” The NDAA
also includes a provision to make computational resources and robust data sets publicly
available for researchers across the country through a “National Research Cloud.”[21] The
bill authorizes nearly $5 billion in funding for AI research at NSF over the next five years
($4.796 billion), $1.15 billion at the DoE, and $390 million at NIST. The NDAA affords
industry stakeholders a number of opportunities to shape federal agencies’ use of AI
systems as well as to participate in discussions surrounding best practices and technical
standards.

a)  Department of Defense AI Provisions

The NDAA directs the Secretary of Defense to assess, within 180 days of passage,
whether the DoD has the ability, requisite resourcing, and sufficient expertise to ensure
that any AI technology acquired by DoD is ethically and responsibly developed, and must
provide a briefing of the assessment’s results to Congress within 30 days of
its completion.[22]

The NDAA also assigns responsibility for DoD’s Joint Artificial Intelligence Center
(“JAIC”) to the Deputy Secretary of Defense to “ensure data access and visibility for the
JAIC.” Moreover, the NDAA grants the JAIC Director acquisition authority in support of
defense missions of up to $75 million for new contracts for each year through FY2025.

b)  Non-Department of Defense AI Provisions

The NDAA includes a measure for the creation of a new National AI Initiative Office to
be established by the Director of the White House Office of Science and Technology
Policy (“OSTP”) to lead U.S. global leadership in the development and use of trustworthy
AI systems and prepare the nation’s workforce for the integration of AI across all sectors
of the economy.[23] The office’s mission is to serve as the point of contact for federal AI
activities for federal departments and agencies, as well as other public and private entities.

The initiative will functionally consist of two organizations. First, the Interagency
Committee will be tasked with providing coordination of federal AI research and
development activities as well as education and workforce training activities across the
government.[24] Within two years of the passage of the NDAA, the Committee is to
develop a strategic plan that establishes goals, priorities, and metrics for guiding and
evaluating how federal agencies will “prioritize areas of AI research and development,
examines long-term funding for interdisciplinary AI research, and supports research on
ethical, legal, environmental, safety, security, bias, and other issues related to AI and
society.”[25] The companion body to the Interagency Committee is a new external 
National AI Advisory Committee to be established by the Secretary of Commerce in
consultation with Director of OSTP, the Attorney General, the Director of National
Intelligence, and the Secretaries of Defense, Energy, and State.[26] The Advisory
Committee will then create a subcommittee on AI and law enforcement to advise the White
House on bias (including the use of facial recognition by government authorities), data
security, adoptability, and legal standards (including those designed to ensure the use of
AI systems are consistent with the privacy rights, civil rights and civil liberties, and
disability rights issues raised by the use of these technologies.)[27]

The Director of the NSF, in coordination with OSTP, is tasked with establishing a National
AI Research Task Force to investigate the feasibility of establishing and sustaining a
National AI Research Resource and to propose a roadmap and implementation plan
detailing how such a resource should be established and sustained.[28] The Director of
the NSF is also permitted to establish a network of National AI Research Institutes that
are focused on cross-cutting challenges for AI systems, like trustworthiness or
foundational science, or those that are focused on a particular economic or social sector
such as health care, education, manufacturing.[29] These institutes are to include a
component addressing the ethical and safety implications of the relevant application of AI
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to that sector and are to be funded for a renewable period of five years.

While NIST has already been active on AI issues, particularly with respect to standard-
setting and trust-worthy AI, the NDAA further increases NIST’s AI responsibilities through
a legislative mandate on AI, expanding its mission to include advancing collaborative
frameworks, standards, guidelines for AI, supporting the development of a risk-mitigation
framework for AI systems, and supporting the development of technical standards and
guidelines to promote trustworthy AI systems.[30] In addition to developing best practices
and voluntary standards for privacy and security in training datasets, computer
chips/hardware, and data management techniques, NIST will be responsible for
developing, within two years, a Risk Management Framework that “identifies and
provides standards for assessing the trustworthiness of AI systems, establishes common
definitions for common terms such as explainability, transparency, safety, and privacy,
provides case studies of successful framework implementation, and aligns with
international standards no later than two years after the passage of the NDAA.”[31]

2.  Securing American Leadership in Science and Technology Act
of 2020

On January 28, 2020, Representative Frank Lucas (R-OK) and 12 Republican
cosponsors, introduced the Securing American Leadership in Science and Technology Act
of 2020 (“SALTA”), (H.R. 5685), a bill broadly focused on “invest[ing] in basic scientific
research and support technology innovation for the economic and national security of the
United States.”[32]

The bill would have the NIST promote U.S. “innovation and industrial competitiveness by
advancing measurement science, standards and technology in ways that enhance
economic security and improve Americans’ quality of life.”

3.  Generating Artificial Intelligence Networking Security
(“GAINS”) Act

May 2020 saw the introduction of the Generating Artificial Intelligence Networking Security
(“GAINS”) Act (H.R. 6950), which directs the Department of Commerce and the Federal
Trade Commission to identify the benefits and barriers to AI adoption in the U.S., survey
other nations’ AI strategies and rank how the U.S. compares; and assess the supply chain
risks and how to address them.[33] The bill, which was referred to the Committee on
Energy and Commerce but did not advance, requires the agencies to report the results to
Congress, along with recommendations to develop a national AI strategy.

4.  The AI in Government Act of 2020

The AI in Government Act of 2020 (H.R. 2575) was passed by the House on
September 14, 2020 by voice vote.[34] The bill aims to promote the efforts of the federal
government in developing innovative uses of AI by establishing the “AI Center of
Excellence” within the General Services Administration (“GSA”), and requiring that the
OMB issue a memorandum to federal agencies regarding AI governance approaches. It
also requires the OSTP to issue guidance to federal agencies on AI acquisition and best
practices. An identical bill, S. 1363, which was approved by the U.S. Senate Homeland
Security and Governmental Affairs Committee in November 2019, has not passed.[35]

III.  EU POLICY &
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REGULATORY
DEVELOPMENTS
In past years, EU discussions about regulating AI technologies had been characterized by
a restrictive “regulate first” approach.[36] However, the regulatory road map presented by
the Commission in February 2020 under the auspices of its new digital strategy eschewed,
for example, blanket technology bans and proposed a more nuanced “risk-based”
approach to regulation, emphasizing the importance of “trustworthy” AI but also
acknowledging the need for Europe to both remain innovative and competitive in a rapidly
growing space and avoid fragmentation of the single market resulting from differences in
national legislation.

The Commission’s “White Paper on Artificial Intelligence – A European approach to
excellence and trust” (the “White Paper”) sets out a road map designed to balance
innovation, ethical standards and transparency.[37] As noted in our legal update “EU
Proposal on Artificial Intelligence Regulation Released,” the White Paper favors a risk-
based approach with sector- and application-specific risk assessments and requirements,
rather than blanket sectoral requirements or bans—earmarking a series of “high-risk”
technologies for future oversight, including those in “critical sectors” and those deemed to
be of “critical use.”[38] The Commission also released a series of accompanying
documents: the “European Strategy for Data” (“Data Strategy”)[39] and a “Report on the
Safety and Liability Implications of Artificial Intelligence, the Internet of Things and
Robotics” (“Report on Safety and Liability”).[40]

Although the Commission is seeking to impose a comprehensive and harmonious
framework for AI regulation across all member states, there is no clear consensus as to
the scope of regulatory intervention. In October 2020, 14 EU members (Denmark,
Belgium, the Czech Republic, Finland, France, Estonia, Ireland, Latvia, Luxembourg, the
Netherlands, Poland, Portugal, Spain and Sweden) published a joint position paper urging
the Commission to espouse a “soft law approach” that takes into account the fast-
evolving nature of AI technologies and favors self-regulation and voluntary practices to
avoid harming innovation.[41] Germany, on the other hand, has expressed concern over
certain Commission proposals to apply restrictions on AI applications deemed to be of
high-risk only, and favors a broader regulatory reach for technologies that would be
subject to the new framework, as well as mandatory, detailed rules for data retention,
biometric remote identification and human supervision of AI systems.[42]

In short, while the Commission’s comprehensive legislative proposal is expected
imminently, the EU policy landscape has remained dynamic in the lead up. Companies
active in AI should closely follow recent developments in the EU, given the proposed
geographic reach of the future AI legislation, which is likely to affect all companies doing
business in the EU.

A.  European Commission’s AI White Paper Consultation and
“Inception Impact Assessment”

As we reported in our Artificial Intelligence and Automated Systems Legal Update (1Q20),
in January 2020, the EC launched a public consultation period and requested comments
on the proposals set out in the White Paper and the Data Strategy, providing an
opportunity for companies and other stakeholders to provide feedback and shape the
future EU regulatory landscape. In July, the Commission published a summary report on
the consultation’s preliminary findings.[43] Respondents raised concerns about the
potential for AI to breach fundamental rights or lead to discriminatory outcomes, but they
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were divided on whether new compulsory requirements should be limited to high-risk
applications.

On the heels of the White Paper Consultation, the Commission launched an “Inception
Impact Assessment” initiative for AI legislation in July 2020, aiming to define the
Commission’s scope and goals for AI legislation with a focus on ensuring that “AI is safe,
lawful and in line with EU fundamental rights.”[44] The Commission’s road map builds on
the proposals in the White Paper and provides more detail on relevant policy options and
policy instruments, from a “baseline” policy (involving no policy change at the EU level)
through various alternative options following a “gradual intervention logic,” ranging from a
non-legislative, industry-led, “soft law” approach (Option 1) through a voluntary labelling
scheme (Option 2), to comprehensive and mandatory EU-level legislation for all or certain
types of AI applications (Option 3), or a combination of any of the options above taking into
account the different levels of risk that could be generated by a particular AI application
(Option 4).[45] Another core question relates to the scope of the initiative, notably how AI
should be defined (narrowly or broadly) (e.g., machine learning, deep neural networks,
symbolic reasoning, expert systems, automated decision-making).

Substantively, the road map reiterates that the Commission is particularly concerned with
a number of specific, significant AI risks that are not adequately covered by existing EU
legislation, such as cybersecurity, the protection of employees, unlawful discrimination or
bias, the protection of EU fundamental rights, including risks to privacy, and protecting
consumers from harm caused by AI (both through existing and new product safety
legislation). Continued focus remains on the need for legal certainty, both for business
marketing products involving AI in the EU, and for market surveillance and supervisory
authorities. The feedback period for the road map closed in September, and the
completion of the Inception Impact Assessment was scheduled for December 2020. As
noted, these policy proposals are intended to culminate in proposed regulation, which is
expected to be unveiled by the Commission in the first quarter of 2021.

B.  European Parliament Votes on Proposals regarding the
Regulation of Artificial Intelligence 

Earlier this year, the European Parliament set up a special committee to analyze the
impact of artificial intelligence on the EU economy[46] to ensure that the EU “develops AI
that is trustworthy, eliminates biases and discrimination, and serves the common good,
while ensuring business and industry thrive and generate economic prosperity.”[47]

In April 2020, the Parliament’s Legal Affairs Committee (“JURI”) published three draft
reports to the Commission providing recommendations on a framework for AI liability,
copyright protection for AI-assisted human creations, safeguards within the EU’s patent
system to protect the innovation of AI developers, and AI ethics and “human-centric
AI.”[48] The three legal initiatives, summarized in final reports and recommendations
outlined in more detail below, were adopted by the plenary on October 20, 2020.[49]

1.  Report with Recommendations to the Commission on a
Framework of Ethical Aspects of Artificial Intelligence, Robotics
and Related Technologies

The legislative initiative urges the Commission to present a legal framework outlining the
ethical principles and legal obligations to be followed when developing, deploying and
using artificial intelligence, robotics and related technologies in the EU including software,
algorithms and data, protection for fundamental rights. The initiative also calls for the
establishment of a “European Agency for Artificial Intelligence” and a “European
certification of ethical compliance.”[50]

The proposed legal framework is premised on several guiding principles, including
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“human-centric and human-made AI; safety, transparency and accountability; safeguards
against bias and discrimination; right to redress; social and environmental responsibility;
and respect for privacy and data protection.”[51] High-risk AI technologies, which include
machine learning and other systems with the capacity for self-learning, should be
designed to “allow for human oversight and intervention at any time, particularly where a
functionality could result in a serious breach of ethical principles and could be
dangerous.”[52] Some of the high-risk sectors identified are healthcare, public sector and
finance, banking and insurance.

2.  Report with Recommendations to the Commission on a Civil
Liability Regime for Artificial Intelligence

The Report calls for a future-oriented civil liability framework that makes front- and back-
end operators of high-risk AI strictly liable for any resulting damage and provides a “clear
legal framework [that] would stimulate innovation by providing businesses with legal
certainty, whilst protecting citizens and promoting their trust in AI technologies by deterring
activities that might be dangerous.”[53] While it does not take the position that a new EU
liability regime is necessary, the Report identifies a gap in the existing EU product liability
regime with respect to the liability of operators of AI-systems in the absence of a
contractual relationship with potential victims, proposing a dual approach: (1) strict liability
for operators of “high-risk AI-systems” akin to the owner of a car or pet; or (2) a
presumption of fault towards the operator for harm suffered by a victim by a non-“high-
risk” AI system, with national law regulating the amount and extent of compensation as
well as the limitation period in case of harm caused by the AI-system.[54] Multiple
operators would be held jointly and severally liable, subject to a maximum liability of €2
million. The Report defines criteria on which AI-systems can qualify as high-risk in the
Annex, proposing that a newly formed standing committee, involving national experts and
stakeholders, should support the Commission in its review of potentially high-risk AI-
systems.

3.  Report on Intellectual Property Rights for the Development of
Artificial Intelligence Technologies

The Report emphasizes that EU global leadership in AI requires an effective intellectual
property rights system and safeguards for the EU’s patent system in order to protect and
incentivize innovative developers, balanced with the EU’s ethical principles for AI and
consumer safety.[55] Notably, the Report distinguishes between AI-assisted human
creations and AI-generated creations, taking the position that AI should not have a legal
personality and that ownership of IP rights should only be granted to humans. Where AI is
used only as a tool to assist an author in the process of creation, the current intellectual
property legal framework should remain applicable. Nonetheless, the Report recommends
that AI-generated creations should fall under the scope of the EU intellectual property
regime in order to encourage investment and innovation, subject to protection under a
specific form of copyright.

C.  European Commission’s Assessment List for Trustworthy AI

As we noted in our 2019 Artificial Intelligence and Automated Systems Annual Legal
Review, in April 2019, the EC released a report from its “High-Level Expert Group on
Artificial Intelligence” (“AI HLEG”): the EU “Ethics Guidelines for Trustworthy AI” (“Ethics
Guidelines”).[56]

On July 17, 2020, the AI HLEG presented its final “Assessment List for Trustworthy AI,” a
tool intended to help companies “self-assess” and identify the risks of AI systems they
develop, deploy or procure, and implement the Ethics Guidelines in order to mitigate those
risks.[57] A previous version of the Assessment List was included in the April 2019 Ethics
Guidelines, and this final Assessment List represents an amended version following a
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piloting process in which over 350 stakeholders participated. The Assessment List is
designed as a flexible framework that companies can adapt to their particular needs and
the sector they operate in order to minimize specific risks an AI system might generate.
The Assessment List proposes a tailored series of self-assessment questions for each of
the seven principles for trustworthy AI set out in the AI HLEG’s Ethics Guidelines (Human
Agency and Oversight; Technical Robustness and Safety; Privacy and Data Governance;
Transparency; Diversity, Non-Discrimination and Fairness; Societal and Environmental
Well-being; and Accountability). The AI HLEG recommends that the tool be used by a
“multidisciplinary team.”

D.  Council of Europe Publishes Feasibility Study on Developing a
Legal Instrument for Ethical AI

On December 17, 2020, the Council of Europe’s Ad hoc Committee on Artificial
Intelligence (“CAHAI”) published a report examining both the feasibility and possible
constituent elements of a legal framework for the development and application of AI
systems, based on “the Council of Europe’s standards in the field of human rights,
democracy and the rule of law.”[58] The report identifies nine principles that are essential
to respect human rights in the context of AI: Human Dignity; Prevention of Harm to Human
Rights, Democracy, and the Rule of Law; Human Freedom and Human Autonomy; Non-
Discrimination, Gender Equality, Fairness and Diversity; Principle of Transparency and
Explainability of AI Systems; Data Protection and the Right to Privacy; Accountability and
Responsibility; Democracy; and the Rule of Law.

The report concludes that current international and national regulations do not sufficiently
address the challenges posed by AI, and proposes the development of a new legal
framework for AI consisting of both binding (such as model national legislation) and
nonbinding Council of Europe instruments. Much like the AI HLEG’s Ethics Guidelines for
Trustworthy AI and the European Commission’s White Paper on AI, the Council of
Europe’s study proposes a risk-based approach to regulating AI—acknowledging that not
all AI systems pose an equally high level of risk—and seeks to balance legal certainty for AI
stakeholders while providing broad regulatory guidance to companies implementing
governance regimes. The study will be presented to the Committee of Ministers of the
Council of Europe, who may instruct CAHAI to begin developing the specific elements of a
legal framework for AI.

E.  German Inquiry Committee Report on Artificial Intelligence

In November 2020, the German AI inquiry committee (Enquete-Kommission Künstliche
Intelligenz des Deutschen Bundestages, “Committee”) presented its final report, which
provides broad recommendations on how society can benefit from the opportunities
inherent in AI technologies while acknowledging the risks they pose.[59]

The Committee’s work placed a focus on legal and ethical aspects of AI and its impact on
the economy, public administration, cybersecurity, health, work, mobility, and the media.
The Committee advocates for a “human-centric” approach to AI, a harmonious Europe-
wide strategy, a focus on interdisciplinary dialog in policy-making, setting technical
standards, legal clarity on testing of products and research, and the adequacy of digital
infrastructure.

At a high level, the Committee’s specific recommendations relate to (1) data-sharing and
data standards; (2) support and funding for research and development; (3) a focus on
“sustainable” and efficient use of AI; (4) incentives for the technology sector and industry
to improve scalability of projects and innovation; (5) education and diversity; (6) the impact
of AI on society, including the media, mobility, politics, discrimination and bias; and (7)
regulation, liability and trustworthy AI.
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IV.  UK POLICY &
REGULATORY
DEVELOPMENTS
In the past several years, the UK has focused on developing a national position on a
number of specific AI-related issues, such as data protection, explainability, and
autonomous vehicles, but otherwise has not enacted any laws or regulations that govern
the use of AI technologies. As its national strategy on AI continues to take shape, the UK
may soon find itself at a regulatory crossroads. While UK companies selling AI-related
products or services into the EU would likely have to comply with the new European
regime, the House of Lords Select Committee on AI—which was appointed in June 2017 to
“consider the economic, ethical and social implications of advances” in AI—has generally
indicated a reluctance to establish a cross-cutting regulatory framework for AI in favor of
sector-specific regulation.

In February 2020, the UK Government’s Committee on Standards in Public Life published
a report on “Artificial Intelligence and Public Standards,” addressing the deployment of AI
in the public sector.[60] Although it also did not favor the creation of a specific AI regulator,
it described the new Centre for Data Ethics and Innovation (“CDEI”) as a “regulatory
assurance” body with a cross-cutting role, and went on to identify an urgent need for
guidance and regulation on the issues of transparency and data bias, in particular. In June
2020, CDEI published its “AI Barometer,” a risk-based analysis which reviews five key
sectors (criminal justice, health and social care, financial services, energy and utilities and
digital and social media) and identifies opportunities, risks, barriers and potential
regulatory gaps.[61] The UK also participated in the drafting of the Council of Europe’s
Feasibility Study on Developing a Legal Instrument for Ethical AI (see III.D. above).

A.  AI Council National AI Strategy

In January 2021, the AI Council, an independent expert and industry committee that
advises the UK Government on artificial intelligence, published an “AI Roadmap,”
recommending the deployment of a national UK AI strategy.[62] The AI Council’s 16
recommendations identify and address challenges to the advancement across a number
of sectors: research, development and innovation; skills & diversity; data, infrastructure &
public trust; and national, cross-sector adoption. The roadmap advises that the UK should
lead in developing appropriate standards to frame the future governance of data and enact
“clear and flexible regulation” building on existing guidance from regulators such as the
Information Commissioner’s Office (“ICO”).

The AI Council also focuses on public trust and algorithmic accountability, noting that “the
public should be reassured that the use of AI is safe, secure, fair, ethical and overseen by
independent entities.” In addition to continuous development of industry standards and
suitable regulations and frameworks for algorithmic accountability, it does not rule out the
need for further legislation, such as a public interest data bill to ensure transparency about
automated decision-making, the right for the public to give meaningful input (for example,
through algorithmic impact assessments), and the ability for regulators to enforce
sanctions.[63]

B.  House of Lords’ Liaison Committee Report: “AI in the UK: No
Room for Complacency”
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In December 2020, the House of Lords’ Liaison Committee (“Committee”) published a
report “AI in the UK: No Room for Complacency” (the “2020 Report”), a follow up on the
2018 Report by the House of Lords’ Select Committee (the “2018 Report”).[64]

The 2018 Report emphasized that blanket AI-specific regulation is not appropriate and
existing sector-specific regulators are best placed to consider the impact on their sectors
of any subsequent regulation which may be needed. It also noted that GDPR addressed
many of the concerns with respect to AI and data, and tasked the CDEI with identifying
any gaps in existing regulation.

The 2020 Report continued to espouse a regulator-led approach, noting that individual
industry sectors are best placed to identify the regulation needed in their area, and
proposing that industry stakeholders should take the lead in establishing voluntary
mechanisms for informing the public when artificial intelligence is being used for significant
or sensitive decisions in relation to consumers, tasking the AI Council with the
development and implementation of these mechanisms. However, as previewed, the 2020
Report also raised concerns about deficiencies in the existing legal framework for certain
AI use cases, such as facial recognition technology, and flags that a solely self-regulatory
approach to ethical standards risks a lack of uniformity and enforceability as well as a lack
of public trust in the use of AI.

Moreover, the 2020 Report recommended that, by July 2021, and with input from CDEI,
Office for AI and Alan Turing Institute, the ICO should develop and roll out a training
course for use by regulators to ensure they have a grounding in the ethical and
appropriate use of public data and AI systems, and its opportunities and risks. CDEI is
also tasked with establishing and publishing international standards for the ethical
development of AI, including issues of bias, and for the ethical use of AI by policymakers
and businesses.

C.  UK ICO Guidance on AI and Data Protection

On July 30, 2020, the ICO published its final guidance on Artificial Intelligence (the
“Guidance”).[65] Intended to help organizations “mitigate the risks of AI arising from a data
protection perspective without losing sight of the benefits such projects can deliver,” the
Guidance sets out a framework and methodology for auditing AI systems and best
practices for compliance with the UK Data Protection Act 2018 and data protection
obligations under the EU’s General Data Protection Regulation (“GDPR”). The Guidance
proposes a “proportionate and risk-based approach” and recommends an auditing
methodology consisting of three key parts: auditing tools and procedures for use in audits
and investigations; detailed guidance on AI and data protection; and a tool kit designed to
provide further practical support to organizations auditing the compliance of their own AI
systems. The guidance addresses four overarching principles:

Accountability and governance in AI—including data protection impact assessments
(“DPIAs”), understanding the relationship and distinction between controllers and
processors in the AI context, as well as managing, and documenting decisions taken with
respect to competing interests between different AI-related risks (e.g., trade-offs);

Fair, lawful and transparent processing—including how to identify lawful bases (and
using separate legal bases for processing personal data at each stage of the AI
development and deployment process), assessing and improving AI system performance,
mitigating potential discrimination, and documenting the source of input data as well as
any inaccurate input data or statistical flaw that might impact the output of the AI system.

Data minimization and security—including guidance to technical specialists on data
security issues common to AI, types of privacy attacks to which AI systems are
susceptible, compliance with the principle of data minimization (the principle of identifying
the minimum amount of personal data needed, and to process no more than that amount

© 2024 Gibson, Dunn & Crutcher LLP. All rights reserved. For contact and other information, please visit us at <a
href="https://www.gibsondunn.com">www.gibsondunn.com</a>. | www.gibsondunn.com

https://www.gibsondunn.com
https://www.gibsondunn.com


of information), and privacy-enhancing techniques that balance the privacy of individuals
and the utility of a machine learning system during the training and inference stages.[66]

Compliance with individual data subject rights—including data subject rights in the
context of data input and output of AI systems, rights related to automated decision, and
requirements to design AI systems to facilitate effective human review and critical
assessment and understanding of the outputs and limitations of AI systems.

The Guidance also emphasizes that data protection risks should be considered at an early
stage in the design process (e.g., “safety by design”) and that the roles of the different
parties in the AI supply chain should be clearly mapped at the outset. Of note is also the
recommendation that training data be stored at least until a model is established and
unlikely to be retrained or modified. The Guidance refers to, but does not provide guidance
on, the anonymization or pseudonymization of data as a privacy-preserving technique, but
notes that the ICO is currently developing new guidance in this field.[67]

The ICO encouraged organizations to provide feedback on the Guidance to make sure
that it remains “relevant and consistent with emerging developments.”

V.  REGULATION OF
SPECIFIC AI
TECHNOLOGIES AND USE
CASES
A.  Algorithmic Accountability and Consumer Safety

In 2020, a number of potential bills and policy measures addressing algorithmic
accountability and transparency hinted at a shift amid growing public awareness of AI’s
potential to pose a risk to consumers, including by creating bias or harming certain
groups.[68]

1.  Consumer Safety Technology Act (H.R. 8128)

On September 29, 2020, the House passed the Consumer Safety Technology Act
(H.R. 8128), previously named the “AI for Consumer Product Safety Act.” If enacted, the
bill would direct the U.S. Consumer Product Safety Commission (“CPSC”) to establish a
pilot program to explore the use of artificial intelligence for at least one of the following
purposes: (1) tracking injury trends; (2) identifying consumer product hazards; (3)
monitoring the retail marketplace for the sale of recalled consumer products; or (4)
identifying unsafe imported consumer products. The bill has been referred to the Senate
Committee on Commerce, Science, and Transportation.

2.  Senators’ Letter to EEOC Signals Scrutiny of AI Bias

On December 8, 2020, 10 U.S. senators sent a letter to the Chair of the U.S. Equal
Employment Opportunity Commission (“EEOC”), urging the EEOC to use its powers
under Title VII of the Civil Rights Act of 1964 to “investigate and/or enforce against
discrimination related to the use of” AI hiring technologies.[69] The letter signals increased
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enforcement and regulatory activity on the horizon for employment-related uses of
technology in the hiring and employment process.

Lawmakers expressed particular concerns over “tools used in the employee selection
process to manage and screen candidates after they apply for a job”; “new modes of
assessment, such as gamified assessments or video interviews that use machine-learning
models to evaluate candidates”; “general intelligence or personality tests”; and “modern
applicant tracking systems.”

The lawmakers recognize that “hiring technologies can sometimes reduce the role of
individual hiring managers’ biases,” but that “they can also reproduce and deepen
systemic patterns of discrimination reflected in today’s workforce data.” The letter
includes three specific questions: (1) can the EEOC request access to “hiring assessment
tools, algorithms, and applicant data from employers or hiring assessment vendors and
conduct tests to determine whether the assessment tools may produce disparate
impacts?”; (2) if the EEOC were to conduct such a study, could it publish its findings in a
public report?; and (3) what additional authority and resources would the EEOC need to
proactively study and investigate these AI hiring assessment technologies?

3.  A.B. 2269

A.B. 2269, “the Automated Decision Systems Accountability Act of 2020,” failed to
progress through the California state legislature.[70]  The bill would have required any
business that uses an “automated decision system” (“ADS”) to “continually test for
biases during the development and usage of the ADS, conduct an ADS impact
assessment on its program or device to determine whether the ADS has a
disproportionate adverse impact on a protected class….” ADS is defined broadly as “a
computational process, including one derived from machine learning, statistics, or other
data processing or artificial intelligence techniques, that makes a decision or facilitates
human decision making, that impacts persons.” The bill had potentially significant
consequences for a wide range of companies given that the definition of ADS, as it was
defined, potentially implicated any computational process with an output that “impacts
persons.”

B.  Facial Recognition Software

1.  Federal Regulation

Over the past several years, biometric surveillance, or “facial recognition technology,”
emerged as a lightning rod for public debate regarding the risk of improper algorithmic bias
and data privacy concerns, resulting in a string of efforts by various cities in the U.S.[71] to
ban the use of facial recognition technology by law enforcement and some limited state
legislation (California’s A.B. 1215).[72] During 2020, both federal, state governments
indicated a willingness to enact regulations on the use of facial recognition technology by
government agencies or law enforcement.

a)  Ethical Use of Facial Recognition Act, S. 3284

On February 12, 2020, Senator Jeff Merkley (D-OR) introduced the Ethical Use of Facial
Recognition Act, co-sponsored by Senator Cory Booker (D-NJ).[73]  The bill would prohibit
any federal officer, employee, or contractor from engaging in particular activities with
respect to facial recognition technology without a warrant until a congressional
commission recommends rules to govern the use and limitations of facial recognition
technology for government and commercial uses. The prohibited activities include: setting
up a camera to be used with facial recognition, accessing or using information obtain from
facial recognition, or importing facial recognition to identify an individual in the U.S. Victims
of violations of the bill would be permitted to bring a civil action for injunctive or declaratory
relief in federal court. The bill would also prohibit state or local governments from investing
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in, purchasing, or obtaining images from facial recognition technology.

b)  Facial Recognition and Biometric Technology
Moratorium Act of 2020

In June 2020, Democratic Senators and Representatives introduced the Facial
Recognition and Biometric Technology Moratorium Act of 2020, which would impose limits
on the use of biometric surveillance systems, such as facial recognition systems, by
federal and state government entities. The bill also provided that any information obtained
in violation of this bill would not be admissible by the federal government in any
proceeding or investigation, except in a proceeding alleging a violation of this bill.

2.  State and City Regulations

In 2020, several states passed, and others introduced, bills directly targeting facial
biometrics.[74] In September 2020, the city of Portland, Oregon joined the list of cities that
have enacted bans on certain uses of facial recognition technology.[75] Portland’s law is
the first in the U.S., however, to limit the use of facial recognition technology by the private
sector. Subject to narrow exceptions,[76] the Ordinance prohibits its use by “private
entities” in public places within the city, including stores, restaurants and hotels, taking
effect on January 1, 2021.

a) Maryland, H.B. 1202

On May 8, 2020, Maryland enacted H.B. 1202, banning the use of “a facial recognition
service for the purpose of creating a facial template during an applicant’s interview for
employment,” unless the interviewee signs a waiver. The bill’s definitions of the
technology is directly aimed at AI: “‘facial template’ means the machine–interpretable
pattern of facial features that is extracted from one or more images….”[77] The legislation
appears to address a concern for potential hiring discrimination that may be borne out of
these automated systems, akin to Illinois’ Artificial Intelligence Video Interview Act
(effective January 1, 2020), or “AI Video Act,” which similarly required applicants to be
notified and consent to the use of AI video analysis during interviews.[78]

b) Washington, S.B. 6280

In March 2020, Washington Governor Jay Inslee approved S.B. 6280, which would curb
governmental use of facial recognition, prohibiting the use of such technology for ongoing
surveillance and limits its use to acquiring evidence of serious criminal offences following
authorization of a search warrant. The new law requires bias testing, training to safeguard
against potential abuses, and disclosure when the state of Washington or its localities
would employ facial recognition. Governor Inslee also partially vetoed the law, eliminating
a provision which would establish a legislative task force that would provide
recommendations regarding the potential abuses, safeguards, and efficacy of facial
recognition services.[79] The law becomes effective on July 1, 2021.

C.  Autonomous Vehicles

1.  U.S. Federal Developments

a)  DOT Acts on Updated Guidance for AV Industry

In January 2020, the Department of Transportation (“DoT”) published updated guidance
for the regulation of the autonomous vehicle (“AV”) industry, “Ensuring American
Leadership in Automated Vehicle Technologies” or “AV 4.0.”[80]  The guidance builds on
the AV 3.0 guidance released in October 2018, which introduced guiding principles for AV
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innovation for all surface transportation modes, and described the DoT’s strategy to
address existing barriers to potential safety benefits and progress.[81] AV 4.0 includes 10
principles to protect consumers, promote markets and ensure a standardized federal
approach to AVs. In line with previous guidance, the report promises to address legitimate
public concerns about safety, security, and privacy without hampering innovation, relying
strongly on the industry self-regulating. However, the report also reiterates traditional
disclosure and compliance standards that companies leveraging emerging technology
should continue to follow.

b)  DOT Issues First-Ever Proposal to Modernize
Occupant Protection Safety Standards for AVs

Shortly after announcing the AV 4.0, NHTSA in March 2020 issued its first-ever Notice of
Proposed Rulemaking (“Notice”) “to improve safety and update rules that no longer make
sense such as requiring manual driving controls on autonomous vehicles.”[82] The Notice
aims to “help streamline manufacturers’ certification processes, reduce certification costs
and minimize the need for future NHTSA interpretation or exemption requests.” For
example, the proposed regulation would apply front passenger seat protection standards
to the traditional driver’s seat of an AV, rather than safety requirements that are specific to
the driver’s seat. Nothing in the Notice would make changes to existing occupant
protection requirements for traditional vehicles with manual controls.[83]

c)  SELF-DRIVE Act Reintroduced in U.S. Congress

Federal regulation of AVs had so far faltered in Congress, leaving the U.S. without a
federal regulatory framework while the development of autonomous vehicle technology
continues apace. However, on September 23, 2020, Rep. Bob Latta (R-OH) reintroduced
the Safely Ensuring Lives Future Deployment and Research In Vehicle Evolution (“SELF
DRIVE”) Act.[84] As we have addressed in previous legal updates,[85] the House
previously passed the SELF DRIVE Act (H.R. 3388) by voice vote in September 2017, but
its companion bill (the American Vision for Safer Transportation through Advancement of
Revolutionary Technologies (“AV START”) Act (S. 1885)) stalled in the Senate.

The bill empowers the National Highway Traffic Safety Administration (“NHTSA”) with the
oversight of manufacturers of Highly Automated Vehicles (“HAVs”) through enactment of
future rules and regulations that will set the standards for safety and govern areas of
privacy and cybersecurity relating to such vehicles. The bill also requires vehicle
manufacturers to inform consumers of the capabilities and limitations of a vehicle’s driving
automation system and directs the Secretary of Transportation to issue updated or new
motor vehicle safety standards relating to HAVs.

One key aspect of the bill is broad preemption of the states from enacting legislation that
would conflict with the Act’s provisions or the rules and regulations promulgated under the
authority of the bill by the NHTSA. While state authorities would likely retain their ability to
oversee areas involving human driver and autonomous vehicle operation, the bill
contemplates that the NHTSA would oversee manufacturers of autonomous vehicles, just
as it has with non-autonomous vehicles, to ensure overall safety. In addition, the NHTSA
is required to create a Highly Automated Vehicle Advisory Council to study and report on
the performance and progress of HAVs. This new council is to include members from a
wide range of constituencies, including members of the industry, consumer advocates,
researchers, and state and local authorities. The intention is to have a single body (the
NHTSA) develop a consistent set of rules and regulations for manufacturers, rather than
continuing to allow the states to adopt a web of potentially widely differing rules and
regulations that may ultimately inhibit development and deployment of HAVs.

In a joint statement on the bill, Energy and Commerce Committee Republican Leader Rep.
Greg Walden (R-OR) and Communications and Technology Subcommittee Republican
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Leader Rep. Latta noted that “[t]here is a clear global race to AVs, and for the U.S. to win
that race, Congress must act to create a national framework that provides developers
certainty and a clear path to deployment.”[86]  The bill was referred to the House Energy
and Commerce Committee and awaits further action. While it is expected that the new
administration will push legislative action on AVs, it is not yet clear what the scope of such
legislation may be.

d)  NHTSA Launched New Automated Vehicle Initiative to
Improve Safety, Testing, And Public Engagement

On June 15, 2020, NHTSA announced a new initiative to improve the safety and testing
transparency of AVs, the Automated Vehicle Transparency and Engagement for Safe
Testing (“AV TEST”) Initiative.[87]  The purpose of the AV TEST Initiative is to share
information concerning the safe development and testing of AVs. In addition to “creating a
formal platform for Federal, State, and local government to coordinate and share
information in a standard way,” the Department is also creating a public-facing platform
where companies and governments can choose to share on-road testing locations and
testing activity data, such as vehicle types and uses, dates, frequency, vehicle counts, and
routes.[88]

Although the AV TEST Initiative may provide welcome centralization, some safety
advocates are critical of the Department’s voluntary approach and failure to develop
minimum performance standards.[89]

e)  NHTSA Released Report on Federal Motor Vehicle
Safety Standards Considerations (“FMVSS”) for AVS

In April 2020, NHTSA released research findings on twelve Federal Motor Vehicle Safety
Standards Considerations (“FMVSS”) related to vehicles with automated driving
systems—six crash avoidance standards and six crashworthiness standards.[90] 
Specifically, the project evaluated options regarding technical translations of FMVSS,
including the performance requirements and the test procedures, and related Office of
Vehicle Safety Compliance (“OVSC”) test procedures, that may impact regulatory
compliance of vehicles equipped with automated driving systems. The report evaluated
the regulatory text and test procedures with the goal of identifying possible options to
remove regulatory barriers for the compliance verification of ADS-dedicated vehicles
(“ADS-DVs”) that lack manually operated driving controls. The regulatory barriers
considered are those that pose unintended and unnecessary regulatory barriers, because
the technical translation process does not change the performance standards of the
FMVSS being considered.[91]

f)  U.S. Department of Transportation Seeks Public
Comment on Automated Driving System Safety Principles

On November 19, 2020, the DoT’s National Highway Traffic Safety Administration
(“NHTSA”) announced that it is seeking public comment on the potential development of a
framework of principles to govern the safe behavior of automated driving systems (“ADS”)
for use in connected and autonomous vehicles (“CAVs”).[92] On the same day, NHTSA
issued an advance notice of proposed rulemaking (“NPRM”) on a possible ADS
framework (the “ADS NPRM”). [93] The ADS NPRM sends a strong signal that vehicles
with ADS may in future be subject to a new generation of performance and safety (as well
as design) standards. For more details, please see our Legal Update: U.S. Department of
Transportation Seeks Public Comment on Automated Driving System Safety Principles.

g)  U.S. State Law
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State regulatory activity has continued to accelerate, adding to the already complex mix of
regulations that apply to companies manufacturing and testing AVs. As outlined in
our 2019 Artificial Intelligence and Automated Systems Annual Legal Review, state
regulations vary significantly.

Given the fast pace of developments and tangle of applicable rules, it is essential that
companies operating in this space stay abreast of legal developments in states as well as
cities in which they are developing or testing AVs, while understanding that any new
federal regulations may ultimately preempt states’ authorities to determine, for example,
safety policies or how they handle their passengers’ data.

Washington’s HB 2676, which establishes minimum requirements for the testing of
autonomous vehicles, went into effect on June 11, 2020. The bill requires companies
testing AVs in Washington to report certain data regarding those tests to the state’s
Department of Licensing and to carry $5 million minimum in umbrella liability
insurance.[94]

Also, in November 2020, Massachusetts voters approved a ballot initiative amending the
Commonwealth’s 2012 “Right to Repair Law.” The amendment provides that motor
vehicles sold in Massachusetts “with model year 2022” will be required to equip vehicles
that use telematics systems—systems that collect and wirelessly transmit mechanical data
to a remote server—with a standardized open access data platform. With authorization of
the owner, telematics data will be available to independent repair facilities and dealerships
not otherwise affiliated with the OEM of the vehicle, who will “send commands to, the
vehicle for repair, maintenance, and diagnostic testing.” Telematics data was purposefully
excluded from the original law.[95]

2.  European Commission Report on the Ethics of Connected and
Automated Vehicles

In September 2020, the Commission published a report by an independent group of
experts on the ethics of connected and automated vehicles (“CAVs”).[96] The
report—which promotes the “systematic inclusion of ethical considerations in the
development and use of CAVs”[97]—sets out twenty ethical recommendations on road
safety, privacy, fairness, AI explainability, responding to dilemma situations, clear testing
guidelines and standards, the creation of a culture of responsibility for the development
and deployment of CAVs, auditing CAV algorithmic decision-making reducing opacity, as
well as the promotion of data, algorithm and AI literacy through public participation. The
report applies a “Responsible Research and Innovation” approach that “recognises the
potential of CAV technology to deliver the […] benefits [reducing the number of road
fatalities and harmful emissions from transport, improving the accessibility of mobility
services]” but also incorporates a broader set of ethical, legal and societal considerations
into the development, deployment and use of CAVs and to achieve an “inherently safe
design” based on a user-centric perspective.[98] The report builds on the Commission’s
strategy on Connected and Automated Mobility.[99]

3.  Proposed German Legislation on Autonomous Driving

The German government intends to pass a law on autonomous vehicles (“Gesetz zum
autonomen Fahren”) by mid-2021.[100] The new law is intended to regulate the
deployment of CAVs in specific operational areas by the year 2022 (including Level 5
“fully automated vehicles”), and will define the obligations of CAV operators, technical
standards and testing, data handling, and liability for operators. The proposed law is
described as a temporary legal instrument pending agreement on harmonized
international regulations and standards.

Moreover, the German government also intends to create, by the end of 2021, a “mobility
data room” (“Datenraum Mobilität”), described as a cloud storage space for pooling
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mobility data coming from the car industry, rail and local transport companies, and private
mobility providers such as car sharers or bike rental companies.[101] The idea is for these
industries to share their data for the common purpose of creating more efficient passenger
and freight traffic routes, and support the development of autonomous driving initiatives in
Germany.

D.  Intellectual Property

As AI systems evolve—producing “cultural artefacts, ranging from audio to text to
images”[102]—intellectual property issues related to AI have been at the forefront of the
new technology, as record numbers of U.S. patent applications involve a form of machine
learning component. In January 2019, the United States Patent and Trademark Office
(“USPTO”) released revised guidance relating to subject matter eligibly for patents and on
the application of 35 U.S.C. § 112 on computer implemented inventions. On the heels of
that guidance, on August 27, 2019, the USPTO published a request for public comment on
several patent-related issues regarding AI inventions.[103]

In 2020, the USPTO, United Kingdom Intellectual Property Office (“UKIPO”), and
European Patent Office (“EPO”) gave rulings on the questions of whether an AI system
(“DABUS”) could be named as the inventor on a patent application. All came to the same
conclusion: existing law provides that an inventor must be a human.[104]  Subsequently,
the USPTO sought insight into public opinion on how intellectual property laws and policy
should develop as AI technology advances, and issued a Request for Comment (“RFC”)
on August 27, 2019 (as reviewed in our client alert USPTO Requests Public Comments
On Patenting Artificial Intelligence Inventions).

1.  USPTO Report on Artificial Intelligence and Intellectual
Property Policy

On October 6, 2020, the USPTO published a report “Public Views on Artificial Intelligence
and Intellectual Property Policy” (the “Report”).[105] The Report catalogs the roughly 200
comments received in response to the USPTO’s RFC.[106] The USPTO requested
feedback on issues such as whether current laws and regulations regarding patent
inventorship and authorship of copyrighted work should be revised to take into account
contributions other than by natural persons.

A general theme that emerged from the report was concern over the lack of a universally
acknowledged definition of AI, and a majority view that current AI (i.e., AI that is not
considered to be artificial general intelligence, or “AGI”) can neither invent nor author
without human intervention. The vast majority of commenters stated that no changes
should be necessary to the current U.S. law—that only a natural person or a company (via
assignment) should be considered the owner of a patent or an invention. Many
commenters asserted that there are no patent eligibility considerations unique to AI
Inventions, and that AI inventions should not be treated any differently than other
computer-implemented inventions. This is consistent with how the USPTO currently
examines AI inventions today: claims to an AI invention that fall within one of the four
statutory categories and are patent-eligible under the Alice/Mayo test[107] will be patent
subject matter-eligible under 35 U.S.C. § 101.

The comments also suggested that existing U.S. intellectual property laws are “calibrated
correctly to address the evolution of AI” (although commenters were split as to whether
any new classes of IP rights would be beneficial to ensure a more robust IP system), and
that “human beings remain integral to the operation of AI, and this is an important
consideration in evaluating whether IP law needs modification in view of the current state
of AI technology.”[108] Some commenters suggested that the USPTO should revisit the
question when machines begin achieving AGI (i.e., when science agrees that machines
can “think” on their own).
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Finally, in response to a question about whether policies and practices of other global
patent agencies should inform the USPTO’s approach, there was a divide between
commentators advocating for an evolution of global laws in a common direction, and those
who cautioned against further attempts to harmonize international patent laws and
procedures “because U.S. patent law is the gold standard.”[109]

E.  Financial Services

1.  FINRA White Paper on AI

On June 12, 2020, the Financial Industry Regulatory Authority (“FINRA”), released a
white paper on AI defining the scope of “AI” as it pertains to the securities industry,
identifying areas in which broker-dealers are evaluating or using AI, and regulatory
considerations for AI-based tools.[110]

The key areas in which the white paper contemplates AI being deployed are customer
communications, investment processes, operational functions such as compliance and risk
management, and administrative functions. FINRA notes that firms employing AI-based
applications may “benefit from reviewing and updating their model risk management
frameworks to address the new and unique challenges AI models may pose.”

Notably, FINRA Rule 3110 requires firms to supervise activities relating to AI applications
to ensure that the functions and outputs of the application are properly understood and in
line with the firm’s legal and compliance requirements. In addition, FINRA Rule 2010
requires firms to observe high standards of commercial honor and just and equitable
principles of trade in the context of their AI applications. As such, FINRA recommends that
firms review their data for potential biases and adopt data quality benchmarks and metrics
as part of a comprehensive data governance strategy.

________________________
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